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Introduction
vLensless imaging avoids the use of lenses altogether and instead uses 

computational algorithms to reconstruct scenes. However, 
Ø Adaptability of the PSF (Point Spread Function): Traditional methods 

rely on static or pre-calibrated PSF models, making them difficult to 
adapt to real-world imaging conditions such as illumination variations, 
sensor noise, resulting in degraded reconstruction quality.

Ø High-frequency recovery bottlenecks: While existing deep learning-
based reconstruction methods have made progress, they still suffer 
from blurring or loss of high-frequency information.

vOur method: We propose a novel end-to-end deep learning framework 
(LensNet) for lensless imaging that dynamically captures multi-scale 
features in both spatial and frequency domains, substantially improving 
the fidelity and accuracy of image reconstructions over conventional 
methods.

LensNet Framework
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Results

vCode Mask Simulator
T h e  CM S  ca p t u r e s  t h e  i n t e n s i t y 
distribution features in measurement, 
which encode the coded mask pattern. 
Consequently, the system's PSF can be 
inferred from these learned mask 
distributions.

vSpatial Amplification Module
The SAM could integrate spatial and 
frequency domain information more 
comprehensively.  Serving as a multi-
scale fusion mechanism, the SAM 
leve rages  in fo rma t ion  f rom bo th 
doma ins  to  p roduce  h igh -qua l i t y 
reconstructions, ensuring that critical 
spatial details and global consistency 
are well-preserved.

vDataset
Ø Dif fuserCam, MWDNs.  Both datasets  undergo a  s tandard 

preprocessing pipeline to ensure consistent input dimensionality, 
facilitating a robust and fair comparison of lensless imaging strategies.

vComparison with Other Methods

v Implementation Study
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